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Thesaurus Scope and Scenario

A controlled subject vocabulary for a bibliographic database of linguistics, in particularly scholarly material.

The vocabulary could be used to implement a website where users could search across linguistics bibliographic databases. Search results would link to the individual databases and the final product could translate our CV terms into query formulations in the individual databases.

User groups would include post-secondary students and faculty and other linguistic professionals.

In the course of this semester, we focused on select areas, including structure of language, language processing, fields of linguistics, and linguistic units. The final product would borrow pre-existing hierarchies for others sections, including language families and specific languages, demographic characteristics, and parts of the body.

Pre-arranged sources
1. Linguistics and Language Behavior Abstracts Thesaurus (online).  Search for “linguistics” with hierarchy and related terms, plus thesaurus descriptors from abstracts and articles reviewed. 
Source Code:  LLBA

2. Linguistics and Language Behavior Abstracts Classification Scheme, http://www.csa.com/factsheets/supplements/llbaclass.php. 
Source Code:  LLBACS

3. Kerstens, Johan, Eddy Ruys, and Joost Zwarts, Eds.  “Lexicon of Linguistics.”  Utrecht, Netherlands:  Utrecht University, 2001.  http://www2.let.uu.nl/UiL-OTS/Lexicon/; search for disciplines included in “submit an entry” section. 
Source Code:  LEX
4. Wilson, Robert A. and Frank C. Keil, Eds.  “Linguistics and Language” (Contents).  In The MIT Encyclopedia of the Cognitive Sciences. Cambridge, MA: MIT Press, 2001.  Online edition, http://cognet.mit.edu/library/erefs/mitecs/, accessed 9/18/05.
Source Code:  MIT

5. Malmkjaer, Kirstin, ed. (2002). “Index.” In Linguistics Encyclopedia. New York: Routledge, 621-643.
Source Code: LINGEN


6. Fromkin, Victoria, and Rodman, Robert. (1978). “Table of contents.” In Introduction to Language. New York: Holt, Reinhart and Wilson, vii-x. 
Source Code: FROTOC

7. Fromkin, Victoria, and Rodman, Robert. (1978). “Index.” In Introduction to Language. New York: Holt, Reinhart and Wilson, 351-357. 
Source Code: FROIND

8. Crystal, David. (1997). “Table of contents.” In Cambridge Encyclopedia of Language. Cambridge: Cambridge University Press, iii-v.
Source Code: CAMTOC
9. Stewart, T. W. Jr, and Vaillett, N., eds. (2001) “Language Files: Materials for an Introduction to Language & Linguistics”. Ohio State University Press; 8th edition.
10. Field of Linguistics page including full-text of topic descriptions from the LSA website: http://www.lsadc.org/  (Click on Field of Linguistics)

11. thesaurus: Eric (Section: Language and Speech) 
http://www.eric.ed.gov/ERICWebPortal/Home.portal?_nfpb=true&portlet_thesaurus_1_actionOverride=%2Fcustom%2Fportlets%2Fthesaurus%2FgotoCategoryByLink&portlet_thesaurus_1categoryCode=450&_pageLabel=Thesaurus&portlet_thesaurus_1category=Language+and+Speech&_windowLabel=portlet_thesaurus_1classification: 

12. The Eclectic Company --Language & Linguistics 
http://www-personal.umich.edu/%7Ejlawler/lingmarks.html2. 

13. The free dictionary by FARLEX
http://www.thefreedictionary.com/linguistics
Open-ended sources
1. University Linguistics Departments, Programs and Centers 
http://www.ling.rochester.edu/links/departments.html
[Note: the source was selected when our project had a more limited scope, and was rejected when the scope was expanded.]
1. The LINGUIST List (the LINGUIST List Network or the Ask A Linguist Service)
A collection of information about linguistics courses at various schools, with links to syllabi, among other things.
http://linguistlist.org/
2. FAQ brochures (click on FAQs under “About Linguistics”) and conference programs (“Annual Meetings,” under “Members”) from the Linguistic Society of America:
http://www.lsadc.org/
3. University Linguistics Department ListServ--but we would have to get permission to join one. UMD would probably be easiest and its searchable. UCLA, Penn, Rutgers and Cambridge are other possibilities)
[Note: the source was selected when our project had a more limited scope, and was rejected when the scope was expanded.]
4. List of LING courses and descriptions from UMD catalog
[Note: the source was selected when our project had a more limited scope, and was rejected when the scope was expanded.]
5. 6. This is open-ended but pre-arranged by topic:
Field of Linguistics page including full-text of topic descriptions from the LSA website: http://www.lsadc.org/  (Click on Field of Linguistics)

Articles and Abstracts

1. Alexiadou, Artemis.  “Possessors and (In)Definiteness.”  Lingua 115, no. 6 (June 2005):  787-819.  
Source Code:  ALEXP
2. Munn, Alan and Cristina Schmitt.  “Number and Indefinites.”  Lingua 115, no. 6 (June 2005):  821-855.  
Source Code:  MUNNN
3. Zushi, Mihoko.  “Deriving the Similarities between Japanese and Italian: A Case Study in Comparative Syntax.”  Lingua 115, no. 5 (May 2005):  711-752. 
Source Code:  ZUSHD
4. Wang, Shih-ping.  “Corpus-Based Approaches and Discourse Analysis in Relation to Reduplication and Repetition.”  Journal of Pragmatics 37, no. 4 (April 2005): 505-540.
Source Code:  WANGC
5. Wiese, Heike; Maling, Joan.  “Beers, Kaffi, and Schnaps: Different Grammatical Options for Restaurant Talk Coercions in Three Germanic Languages.” Journal of Germanic Linguistics, 17(1):  1-38.  Retrieved 9/18/05 from Linguistics and Language Behavior Abstracts.
Source Code:  WIESB

6. Regier, Terry; Gahl, Susanne. (Sep 2004) “Learning the Unlearnable: The Role of Missing Evidence.” Cognition 93 (2), 147-155. Retrieved 9/21/05 from Linguistics and Language Behavior Abstracts.

7. Queen, Robin. (Nov 2004). “'Du hast jar keene Ahnung': African American English Dubbed into German.” Journal of Sociolinguistics 8 (4), 515-537. Choi, Dong-Ik. (1997). “Binding Principle for Long-Distance Anaphors.” Kansas Working Papers in Linguistics 22 (1), 57-71. Citation and abstract retreived 9/21/05 from ERIC through Illumnia.

8. Grewendorf G. (1 March 2001). “Multiple Wh-Fronting.” Linguistic Inquiry 32(1), 87-122. MIT Press . Accessed 9/21/05 through MIT CogNet.

9. Dan Jurafsky and James Martin, "Speech and Language Processing: An Introduction to Natural Language Processing, Speech Recognition, and Computational Linguistics", Prentice-Hall (2000), Chapter 4. 

10. Marks, E. A., Moates, D. R., Bond, Z. S. and Stockmal, V. (in press) Word reconstruction and consonant features in English and Spanish.  Linguistics: An Interdisciplinary Journal of Language Sciences.

11. Mathangwane, Joyce. 1999. Ikalanga phonetics and phonology: a synchronic anddiachronic study. Stanford Monographs in African Languages, 342pp. C.S.L.I.

Additional Glossary Sources

1. “Linguistics Glossary.” (Website). V.J. Cook (1997), Inside Language, Arnold & V.J. Cook (2004) The English Writing System (Arnold). Accessed 9/27/2005 at http://homepage.ntlworld.com/vivian.c/Linguistics/LinguisticsGlossary.htm
SOURCE CODE: LINGLO

2. “Fun With Words: Glossary of Linguistics and Rhetoric.” Rinkworks. (2004). Accessed 9/28/2005 at http://rinkworks.com/words/linguistics.shtml
SOURCE CODE: FUNWW
3. J.C. van de Weijer (2004). Glossary of Linguistics. Accessed 9/28/2005 at http://www.ling.lu.se/persons/Joost/Texts/glossary.pdf
SOURCE CODE: WEIJER

4. Neat Dictionary of Linguistics. Accessed 9/28/2005 at http://www.uni-essen.de/ELE/ (click Free Downloads, then Get Linguistics Texts)
SOURCE CODE: NEAT
(Found but didn’t use)
Barret Translations. (2005) “BTranslations Linguistics Glossary.” Access 9/27/2005 at http://www.btranslations.com/resources/linguistics/linguisticsglossary/linguisticsglossary.asp
Conceptual schema (representative of worked out sections)

field of linguistics <has theory> theory 

theory <explains> linguistic phenomenon

field of linguistics <uses method> method (values:  comparison, statistical analysis, computational analysis)

field of linguistics <has subfield> field of linguistics (values:  grammar, phonology, morphology, syntax)

field of linguistics <has subject> linguistic phenomenon (values:  language, linguistic units, speech, processing)

linguistic processor (values:  computer, human) <has processing component> processing component (values:  brain area, computer part)

linguistic processor <has language capability> language capability

linguistic processor <processes languages> number of languages (values:  monolingual, bilingual, multilingual)

linguistic processor <acquires property> property of language (values:  grammar, lexicon, meaning)

linguistic processor <acquires function> language function

language <has physical aspect> physical aspect of language and communication (values:  sound/auditory, sight/visual, touch/tactile, movement/haptic)

language <belongs to family> language family (values: Indo-European, Sino-Tibetan)

language <is characterized by> demographic characteristic 

language <has property> property (values:  structure, meaning, sound)

language <has grammatical option> grammatical option

language <has context> context (values:  text, society)

linguistic unit <has component> linguistic unit

linguistic unit <has size> linguistic unit size (values: elemental unit, universe)

linguistic unit <from field> field of linguistics (values:  grammar, phonology, semantics)
grammatical unit <has subtype> type of grammatical unit (values:  morpheme, word, clause, phrase, sentence)

sentence <has subtype> sentence type (values:  declarative sentence, question)

question <has subtype> question type (values:  wh-question, yes-no question)

person <has demographic characteristic> demographic characteristic

person <contributes to field> field of linguistics

person <makes contribution> type of contribution

body part <has component> body part

cognitive process <utilizes sense> Sense

cognitive process <acts on> Linguistic Object

cognitive process <supported by> (Evidence, No evidence)

Theory <from branch of linguistics> Branch of Linguistics

Model <represents>scale (values: Global, instance, basic)

Model <has model type> Model Type (Theoretical, Mental, etc.)

Body Part <part of> Body Part

Process <part of> Process

Loss of language ability <occurs at> Stage of Life

Indexing—Maurine Nichols
Part 1:  Articles Indexed by All Group Members

Ameel, Eef, Gert Storms, Barbara C. Malt, and Steven A. Sloman.  “How Bilinguals Solve the Naming Problem.”  Journal of Memory and Language 53 (2005):  60-80.
Abstract

If different languages map words onto referents in different ways, bilinguals must either (a) learn and maintain separate mappings for their two languages or (b) merge them and not be fully native-like in either. We replicated and extended past findings of cross-linguistic differences in word-to-referent mappings for common household objects using Belgian monolingual speakers of Dutch and French. We then examined word-to-referent mappings in Dutch–French bilinguals by comparing the way they named in their two languages. We found that the French and Dutch bilingual naming patterns converged on a common naming pattern, with only minor deviations. Through the mutual influence of the two languages, the category boundaries in each language move towards one another and hence diverge from the boundaries used by the native speakers of either language. Implications for the organization of the bilingual lexicon are discussed.

Descriptors

-bilingualism

-mental lexicon

-lexicon by meaning

-lexicon by pronunciation

-language and thought

Notes
There’s no relationship between bilingualism and lexicon, which could be useful.  Also need a reference from lexicon to language and thought, not just brain. Under lexicon, there should be an entry for lexical organization followed by the lexicon by meaning, etc.  It might also be useful to make the distinction between compound bilinguals and coordinate bilinguals under bilinguals - since they are apparently quite distinct.  We should also have referent in the thesaurus, or some way to talk about the things that language and words represent; perhaps this could go under lexicon or words in the structure and meaning section or, more likely, somewhere in the meaning of language  DE  F section.  Also, we could include the specific languages once section J is developed.  There’s also no entry for naming, though it too could go under meaning, perhaps with cross-references to morphology.

Bond, Z.S.  “Morphological Errors in Casual Conversation.”  Brain and Language 68 (1999):  
144-150.

Abstract

Occasionally, listeners' strategies for dealing with casual speech lead them into an erroneous perception of the intended message—a slip of the ear. When such errors occur, listeners report hearing, as clearly and distinctly as any correctly perceived stretch of speech, something that does not correspond to the speakers' utterance. From a collection of almost 1000 examples of misperceptions in English conversation, perceptual errors involving morphology suggest that listeners expect monomorphemic forms and treat phonological information as primary. Listeners are not particularly attentive to morphological information and may supply inflectional morphemes as needed by context.

Descriptors
-morphology

-phonology
-informal speech

-human language perception

-language perception by hearing

-perception difficulties

-word recognition

Notes
Would include English.  There should be a RT from language perception to perception difficulties.  There may also be a need for a separate sources of communication interference facet or something, since Perception Difficulties seems to be relegated for physical or mental impairment - not noise in the environment or natural perception difficulties because of the nature of spoken language.
Conlin, Frances, Paul Hagstrom, and Carol Neidle.  “A Particle of Indefiniteness in American 
Sign Language.”  Linguistic Discovery 2, no. 1 (2003):  1-21.
Abstract
We describe here the characteristics of a very frequently-occurring ASL indefinite focus particle, which has not previously been recognized as such. We show that, despite its similarity to the question sign “WHAT”, the particle is distinct from that sign in terms of articulation, function, and distribution. The particle serves to express “uncertainty” in various ways, which can be formalized semantically in terms of a domain-widening effect of the same sort as that proposed for English ‘any’ by Kadmon & Landman (1993). Its function is to widen the domain of possibilities under consideration from the typical to include the non-typical as well, along a dimension appropriate in the context.

Descriptors
-sign language

-indefiniteness

-particles

-wh- question

Notes
From the specific languages section, we could add ASL.  The concepts mentioned articulation, function and distribution could go also go in the top-level Principles/Characteristics of language facet that doesn’t exist in our thesaurus.  

Cubelli, Roberto, Lorella Lotto, Daniela Paolieri, Massimo Girelli, and Remo Job.  
“Grammatical Gender is Selected in Bare Noun Production:  Evidence From the Picture–
Word Interference Paradigm.”  Journal of Memory and Language 53 (2005):  42-59.
Abstract
Most current models of language production assume that information about gender is selected only in phrasal contexts, and that the phonological form of  a noun can be accessed without selecting its syntactic properties.  In this paper, we report a series of picture-word interference experiments with Italian-speaking participants where the grammatical gender of nouns and the phonological transparency of suffixes have been manipulated.  The results showed a consistent and robust effect of grammatical gender in the production of bare nouns.  Naming times were slower to picture-word pairs sharing the same grammatical gender.  As reported in studies with Romance languages, the gender congruity effect disappeared when participants were required to produce the noun preceded by the definite determiner.  Our results suggest that the selection of grammatical gender reflects a competitive process preceding the access to morpho-phonological forms and that it is mandatory, i.e., it occurs also when the noun has to be produced outside a sentential context.  

Descriptors
-human language production

-gender (grammatical category)

-phonology

-phonological form

-nouns

-phrase

-suffixes

-mental lexicon

-gender agreement

Notes
Again, naming is not in the worked-out section of our thesaurus.  We need Italian (which would be under DE    J (specific languages & language families).  Morpho-phonology should be applied too, and it would go under the Phonology section of our thesaurus.  If “picture-word interference” experiments are common, this term would go under the Theory and Method section.  Bare nouns should be added; it could go under nouns.
Steven Pinker and Ray Jackendoff, “The Faculty of Language, What’s Special About It?”, 
Cognition, 95 (2005) 201-236.
Abstract

We examine the question of which aspects of language are uniquely human and uniquely linguistic in light of recent suggestions by Hauser, Chomsky and Fitch that the only such aspect is syntactic recursion, the rest of language being either specific to humans but not to language (e.g. words and concepts) or not specific to humans (e.g. speech perception).  We find the hypothesis problematic.  It ignores the many aspects of grammar that are not recursive, such as phonology, morphology, case agreement, and many properties of words.  It is inconsistent with the anatomy and neural control of the human vocal tract.  And it is weakened by experiments suggesting that speech perception cannot be reduced to primate audition, that word learning cannot be reduced to fact learning, and that at least one gene involved in speech and language was evolutionarily selected in the human lineage but is not specific to recursion.  The recursion-only claim, we suggest, is motivated by Chomsky’s recent approach to syntax, the Minimalist Program, which de-emphasizes the same aspects of language.  The approach, however, is sufficiently problematic that it cannot be used to support claims about evolution.  We contest related arguments that language is not an adaptation, namely that it is “perfect”, non-redundant, unusable in any partial form, and badly designed for communication.  The hypothesis that language is a complex adaptation for communication that evolved piecemeal avoids all these problems.

Descriptors
-Noam Chomsky

-minimalism (UF Minimalist Program in our thesaurus)

-theory and method

-recursive rule

-phonology

-words

-syntax

-conceptualization stage
-language perception

-language production
Notes
The Theory and Method section would presumably include the major theories, precluding the need to index for each theory what it mainly talks about (grammar, words, syntax, etc.)  It would be really interesting to further develop the Theory and Method section (or Theories sections within each field like grammar, syntax, etc.) because if done well it could be a map of the dominant theories in linguistics and how they relate to each other.  What would be key is illustrating HOW they relate, not just that they relate.  We should have a ST recursion for recursive rule and it may also have been better suited as a principle/characteristic of language.
Part 2:  Articles Indexed Individually
Jelene Mirković, “Where does gender come from? Evidence from a complex inflectional system”  Language and cognitive processes  20(1/2)  2005, 139-167

Abstract
Although inflectional morphology has been the focus of considerable debate in recent years, most research has focused on English, which has a much simpler inflectional system than in many other languages.  We have been studying Serbian, which has a complex inflectional system that encodes, gender, number, and case.  The present study investigated the representation of gender.  In standard theories of language production, gender is treated as an abstract syntactic feature segregated from semantic and phonological factors.  However, we describe corpus analyses and computational models which indicate that gender is correlated with semantic and phonological information, consistent with other cross-linguistic studies.  The research supports the idea that gender representation emerge in the course of learning to map from an intended message to a phonological representation.  Implications for models of speech production are discussed.  

Descriptors
-inflectional morphology

-gender (grammatical)

-corpus linguistics

-computational linguistics

-language production

-conceptualization stage

-lexicon by pronunciation (phonological representation)
Notes
Need Serbian, from DE   F.  

Seizi Iwata, “Over-prefixation: A Lexical Construction Approach”  English Language and Linguistics  8 (2004): 239-292.

Abstract
 Verbs prefixed with over- exhibit varied subcategorization changes from the base verbs (load hay onto the wagon/*overload hay onto the wagon, eat an apple/?overeat apples, *sleep his appointment/oversleep his appointment, etc), which seem to defy a principled explanation. This article argues that the apparently puzzling behaviors of over-verbs can be coherently accounted for within the framework of construction grammar. Over-verbs, in the excess sense, divide into those involving a container-based understanding & those involving a scale-based understanding. Over-verbs involving a container-based understanding (eg, overload) differ from their base verbs as to the force transmission in a causal chain. Accordingly, those over-verbs are sanctioned by a different verb-class-specific construction from that which sanctions their base verbs. But over-verbs involving a scale-based understanding (eg, overheat) are unchanged from their base verbs as to the force transmission & hence as to the syntactic frame. On the other hand, over-verbs in the spatial sense (eg, overfly) are sanctioned by a "landmark"-based construction, a construction that does not have to do with force transmission. Some excess over-verbs (eg, oversleep) are also sanctioned by this verb-class-specific construction. The proposed account pays close attention to both verbs & constructions. A verb's occurrence in a particular syntactic frame can be explained by claiming that that verb can be sanctioned by a particular verb-class-specific construction, irrespective of whether the verb is morphologically simple or complex. But in order to explain why that verb can be sanctioned by that construction at all, a detailed analysis of verb meanings is called for. In this sense, the proposed analysis is both lexical & constructional. 
Descriptors
-verbs

-prefix

-morphology

-syntax

-meaning of language

Notes
-don’t have prefixation, it could go under morphology or a top-level principles/characteristics of language facet

-don’t have construction grammar, but it would go under Theories and Models of Grammar
-English would go under DE
J

Fiebach, Christian J., Sandra H. Vos, and Angela D. Friederici.  “Neural Correlates of Syntactic Ambiguity in Sentence Comprehension for Low and High Span Readers”  Journal of Cognitive Neuroscience  16 (2004): 1562-1575.

Abstract
Syntactically ambiguous sentences have been found to be difficult to process, in particular, for individuals with low working memory capacity. The current study used fMRI to investigate the neural basis of this effect in the processing of written sentences. Participants with high & low working memory capacity read sentences with either a short or long region of temporary syntactic ambiguity while being scanned. A distributed left-dominant network in the peri-sylvian region was identified to support sentence processing in the critical region of the sentence. Within this network, only the superior portion of Broca's area (BA 44) & a parietal region showed an activation increase as a function of the length of the syntactically ambiguous region in the sentence. Furthermore, it was only the BA 44 region that exhibited an interaction of working memory span, length of the syntactic ambiguity, & sentence complexity. In this area, the activation increase for syntactically more complex sentences became only significant under longer regions of ambiguity, & for low span readers only. This finding suggests that neural activity in BA 44 increases during sentence comprehension when processing demands increase, be it due to syntactic processing demands or by an interaction with the individually available working memory capacity. 
Descriptors
-neurolinguistics

-brain

-syntactic ambiguity

-central executive component, working memory

-sentences

-written representation of grammar

Notes
-short term memory could go under human memory (I believe it’s different from working memory)

-need RT links between neurolinguistics and brain
-I think written representation of grammar would cover written sentences - especially since spoken language often has incomplete sentences
Arista, Javier Martín, and Ana Ibáñez Moreno, “Deixis, Reference, and the Functional Definition 
of Lexical Categories”  Atlantis  26 (2004): 63-74.

Abstract
This article provides a definitions of lexical categories, that is, Noun, Adjective, Verb, Adposition, and Adverb, which complies with the descriptive (morphological) and explanatory (semantic) requisites for the establishment of the domains of the layered structure of the clause in functional theories of language, more specifically in Functional Grammar and Role and Reference Grammar.  In this sense it is observed that the semantic properties of reference, attribution, and predication provide a definition of the categories Noun, Adjective, and Verb; the notions of prototypicality and semantic-syntactic domain are needed for the definition of adpositions; finally for the Adverb a semantic analysis has to be made in terms of its pseudo-deictic and quasi-referential properties.

Descriptors
-lexical categories

-functional grammar

Notes
-were the Meaning section developed, reference, attribution and predication would go under there
Ann Stuart Laubstein, “Lemmas and Lexemes: The Evidence from Blends”  Brain and Language  68 (1999), 135-143.

Abstract
An analysis of 166 word blends provides support for the claim that word frequency effects are located at the phonological level of lexical access. The traditional structural approach to blends has been to view them as involving a sequence of two words where word2 completes an incomplete word1, as in yes/right→yight. The proposal here is that blends are better viewed as homologous to sublexical substitutions. Among other advantages, this approach allows one to distinguish a target word from an intruder. Only those targets which are phonologically related to their intruders are subject to a word frequency effect; others are not.

Author Keywords: Key Words: Psycholinguistics; production; speech errors; blends; lemmas; lexemes

Descriptors
-lexicon by pronunciation (phonological representation)
-phonology

-lexeme 

-lemma

-spoken language production

-production difficulties
Notes
-we don’t have blends, this could go under words
-the concept of blending could go under a top-level facet for “principles and characteristics of language” or even morphology
Indexing—Lynne Plettenberg
Part 1:  Articles Indexed by All Group Members

1. Conlin, F., Hagstrom, P. and Neidle, C. (2003) “A particles of indefiniteness in American Sign Language.” Linguistic Discovery 2 (1), 1-21.

Abstract: We describe here the characteristics of a very frequently-occurring ASL indefinite focus particle, which has not previously been recognized as such. We show that, despite its similarity to the question sign “WHAT”, the particle is distinct from that sign in terms of articulation, function, and distribution. The particle serves to express “uncertainty” in various ways, which can be formalized semantically in terms of a domain-widening effect of the same sort as that proposed for English ‘any’ by Kadmon & Landman (1993). Its function is to widen the domain of possibilities under consideration from the typical to include the non-typical as well, along a dimension appropriate in the context.

	Concepts
	Terms from Thesaurus

	Particle
	D10.14.4.16 particles



	Uncertainty/indefiniteness
	Would be found under E Meaning of Language

	Facial expressions, body language
	A18.6 nonverbal communication


Field(s)

	Discourse analysis
	A4.6 field of discourse analysis/text linguistics




Specific Language(s)

	American Sign Language
	Would be found under J, Specific Languages & Specific Language Families 


All necessary comments are present

· 2. Ameel, E, et al. (2005). “How bilinguals solve the naming problem.” Journal of Memory and Language 52, 309-329.

Abstract: If different languages map words onto referents in different ways, bilinguals must either (a) learn and maintain separate mappings for their two languages or (b) merge them and not be fully native-like in either. We replicated and extended past ﬁndings of cross-linguistic differences in word-to-referent mappings for common household objects using Belgian monolingual speakers of Dutch and French. We then examined word-to-referent mappings in Dutch–French bilinguals by comparing the way they named in their two languages. We found that the French and Dutch bilingual naming patterns converged on a common naming pattern, with only minor deviations. Through the mutual influence of the two languages, the category boundaries in each language move towards one another and hence diverge from the boundaries used by the native speakers of either language. Implications for the organization of the bilingual lexicon are discussed.

Keywords: Bilingualism; Lexical organization; Similarities and differences in artifact categorization

	Concepts
	Terms from Thesaurus

	Bilingualism
	K6 bilingualism

	Lexical categorization
	D10.14.4 lexical categories

G8.10.2.2.4 cognitive language development

	Cross-language effects/interference?
	


Field(s)

	Cognitive linguistics
	A12.10 cognitive linguistics 

	lexical semantics
	A4.2.2 field of lexical semantics


Specific Language(s)

	Dutch
	Would be found under J, Specific Languages & Specific Language Families

	French
	Would be found under J, Specific Languages & Specific Language Families

	French-Dutch bilinguals
	Could be built: French: Dutch: Bilinguals, but need more specific instructions


· Instructions for building bilingual language groups could be included in J Specific Languages & Specific Language Families
· Concept of cross-language (other than specifically translation) is missing

3. Cubelli, R., et al. (2005). “Grammatical gender is selected in bare noun production: Evidence from the picture-word interference paradigm.” Journal of Memory and Language 53, 42-59.

Abstract: Most current models of language production assume that information about gender is selected only in phrasal contexts, and that the phonological form of a noun can be accessed without selecting its syntactic properties. In this paper, we report a series of picture–word interference experiments with Italian-speaking participants where the grammatical gender of nouns and the phonological transparency of suffixes have been manipulated. The results showed a consistent and robust effect of grammatical gender in the production of bare nouns. Naming times were slower to picture–word pairs sharing the same grammatical gender. As reported in studies with Romance languages, the gender congruity effect disappeared when participants were required to produce the noun preceded by the definite determiner. Our results suggest that the selection of grammatical gender reflects a competitive process preceding the access to morpho-phonological forms and that it is mandatory, i.e., it occurs also when the noun has to be produced outside a sentential context.

Keywords: Speech production; Lexical access; Grammatical gender; Picture–word interference; Grammatical feature selection; Gender congruency

	Concepts
	Terms from Thesaurus

	Grammatical gender
	D10.2.4 gender (grammatical category)

	Lexical access
	G8.2.16 human recall/human retrieval

	Gender and phonological information distinction
	Information would be found under E meaning of language


	Gender congruity effect
	

	Picture-word interference experiment
	Could be found under B4 Methodology/Method of Linguistic Inquiry


Field(s)

	Lexicology
	A6.4 lexicology 


Specific Language(s)

	Italian
	Would be found under J, Specific Languages & Specific Language Families


· Human recall could have lexical access as a narrower term

· Meta-terms are needed to build descriptors for distinction and congruity concepts

4. Pinker, S. and Jackendoff, R. (2005). “The faculty of language: what’s special about it?” Cognition 95, 201-236.

Abstract: We examine the question of which aspects of language are uniquely human and uniquely linguistic in light of recent suggestions by Hauser, Chomsky, and Fitch that the only such aspect is syntactic recursion, the rest of language being either specific to humans but not to language (e.g. words and concepts) or not specific to humans (e.g. speech perception). We find the hypothesis problematic. It ignores the many aspects of grammar that are not recursive, such as phonology, morphology, case, agreement, and many properties of words. It is inconsistent with the anatomy and neural control of the human vocal tract. And it is weakened by experiments suggesting that speech perception cannot be reduced to primate audition, that word learning cannot be reduced to fact learning, and that at least one gene involved in speech and language was evolutionarily selected in the human lineage but is not specific to recursion. The recursion-only claim, we suggest, is motivated by Chomsky’s recent approach to syntax, the Minimalist Program, which de-emphasizes the same aspects of language. The approach, however, is sufficiently problematic that it cannot be used to support claims about evolution. We contest related arguments that language is not an adaptation, namely that it is “perfect,” non-redundant, unusable in any partial form, and badly designed for communication. The hypothesis that language is a complex adaptation for communication which evolved piecemeal avoids all these problems.

Keywords: Phonology; Communication; Language; Evolution; Minimalism; Syntax 

	Concepts
	Terms from Thesaurus

	Language-specific abilities (vs. other cognitive processes)
	G4 language abilities

	Human-specific abilities (vs. other species)
	G8.4 human language abilities

	Concept formation (human)
	G8.2.10 mental concept formation/modeling

	Speech perception (human)
	G8.2.2.2.2 human language perception by hearing

	Speech production (human)
	G8.2.4.2.2 spoken human language production

	Human capacities for language understanding and production
	G4.2 language abilities by perception vs. production

	Recursion-only hypothesis
	

	Hauser
	Would be found under O Specific Persons

	Chomsky
	Would be found under O Specific Persons

	Fitch
	Would be found under O Specific Persons

	Phonology (phonological structure)
	D4 phonology

	Words (lexical structure)
	C6 word

	Syntax
	D8 syntax

	Minimalism (counter)
	D2.2.2.4.4.6 minimalism

	Human evolution and communication
	


Field(s)

	Syntax
	A2.10 field of syntax


Specific Language(s)

· Recursion-only hypothesis is very specific, but could appear under theories of linguistics or grammar (under Minimalism)

· Communication should be added as a linguistic process (like perception, production, etc.)

· Evolution is a missing basic concept.
5. Bond, Z. S. (1999). “Morphological errors in casual conversation.” Brain and Language 68, 144-150.

Abstract: Occasionally, listeners’ strategies for dealing with casual speech lead them into an erroneous perception of the intended message—a slip of the ear. When such errors occur, listeners report hearing, as clearly and distinctly as any correctly perceived stretch of speech, something that does not correspond to the speakers’ utterance. From a collection of almost 1000 examples of misperceptions in English conversation, perceptual errors involving morphology suggest that listeners expect monomorphemic forms and treat phonological information as primary. Listeners are not particularly attentive to morphological information and may supply inflectional morphemes as needed by context. 

Key Words: Perceptual errors; conversation; slip of the ear.


	Concepts
	Terms from Thesaurus

	Casual conversation
	Would be a narrower term of E2.2 discourse context



	Errors (characterization/typology)
	G8.8.2.4.2.2.2 hearing difficulties

	Speech perception
	G8.2.2.2.2 human language perception by hearing 

	Morphology
	D6 morphology


Field(s)

	Morphology
	A2.8 morphology


Specific Language(s)
	English
	Would be found under J, Specific Languages & Specific Language Families


· Errors is a missing basic concept

· Characterization/typology is a missing meta-term
Part 2:  Articles Indexed Individually
1. Beech, J. R. and Beauvois, M. W. (2006). “Early experience of sex hormones as a predictor of reading, phonology, and auditory perception.” Brain and Language 96, 49-58.

Abstract: Previous research has indicated possible reciprocal connections between phonology and reading, and also connections between aspects of auditory perception and reading. The present study investigates these associations further by examining the potential influence of prenatal androgens using measures of digit ratio (the ratio of the lengths of the index and ring fingers). Those with low digit ratios (shorter index finger and therefore in the masculine direction) are hypothesised to have experienced greater “masculinisation” in the uterus. ANCOVA analyses using a verbal reasoning task as a covariate showed that only phonology was influenced by digit ratio in the right hand indicating that hypothesised androgen effects were inhibiting phonology; however this effect in the left hand was reduced and instead there was an effect indicating an inhibition of androgens on reading. Furthermore, subjects with low right-hand digit ratios were also impaired compared to those with high right-hand digit ratios in an auditory saltation task. These findings are discussed in terms of the possible effects of androgens on early brain development impairing aspects of the temporal processing of sounds by the left hemisphere, which could also have a secondary influence on developing phonology and literacy skills. 

Keywords: Digit ratio; Hemispheric differences; Auditory saltation; Phonology; Adult reading; Spelling 

	Concepts
	Terms from Thesaurus

	Phonology
	D4 phonology

	Reading
	G8.2.2.2.4 human language perception by reading 

	Auditory Perception/Hearing
	G8.2.2.2.2 human language perception by hearing

	Cross-process connections/associations
	

	Prenatal 
	N4.2 prenatal

	Androgens/sex hormones exposure
	Would be found under M parts of the body

	Auditory saltation
	Would be found under physical aspects of language

	Early brain development
	G8.10.2.2.2 physical language development 

	Brain hemispheres
	M2.2 structure of the brain


Field(s)

	Neurolinguistics
	A12.2.2 experimental neurolinguistics


Specific Language(s)

· Meta-term: association/connection is needed

· Cross-process concept (e.g. perception and production) needed
2. Uldall, H. J. (1935). “A sketch of Achumawi phonetics.” International Journal of American 8 (1), 73-77.

No abstract.
Section headings: Consonants—Vowels—Length and Rhythm—Tones--TEXT
	Concepts
	Terms from Thesaurus

	Phonetics
	D4.2 phonetics



	Consonants
	C4.2.2 consonants



	Vowels
	C4.4.2 vowels

	Length and Rhythm of Speech
	D2.24.4.2 prosody



	Speech Tones
	Would be found under physical aspects of language


Field(s)

	Descriptive Linguistics
	A8 descriptive linguistics


Specific Language(s)
	Achumawi
	Would be found under J, Specific Languages & Specific Language Families


All necessary concepts are present

· 3. Tufis, D., Barbu, A. M. and Ion, R. (2004). “Extracting multilingual lexicons from parallel corpora.” Computers and Humanities 00, 1-27.

Abstract: The paper describes our recent developments in automatic extraction of translation equivalents from parallel corpora. We describe three increasingly complex algorithms: a simple baseline iterative method, and two non-iterative more elaborated versions. While the baseline algorithm is mainly described for illustrative purposes, the non-iterative algorithms outline the use of different working hypotheses which may be motivated by different kinds of applications and to some extent by the languages concerned. The first two algorithms rely on cross-lingual POS preservation, while with the third one POS invariance is not an extraction condition. The evaluation of the algorithms was conducted on three different corpora and several pairs of languages.

Keywords: alignment - evaluation - lemmatization - tagging - translation equivalence

	Concepts
	Terms from Thesaurus

	Cross-language applications
	

	Automatic lexicon extraction
	G10.14 applications of automated language processing

(needs a narrower term)

	Parallel texts/corpora or Aligned text
	G10.16.6 machine readable corpora

(needs a narrower term)

	Translation equivalence relation (lexical level)
	G10.8.12 machine translation

	Algorithms (Comparing)
	G10.8.6.6.2.6.2 tagging algorithm

(needs broader term algorithm)

	Tagging
	G10.8.6.6.2.6  tagging

	Lemmatization
	G10.14 applications of automated language processing

(needs a narrower term)


Field(s)

	Lexicography
	A6.2 lexicography


Specific Language(s)
· Cross-language concept is missing

· Basic concept algorithm is missing

· Several terms need more specific narrower terms

4. Whithaus, C. (2004). “The development of early computer-assisted writing instruction (1960-1978): The double logic of media and tools.” Computers and Humanities 00, 1-15.

Abstract: This essay traces a distinction between computer-mediated writing environments that are tools for correcting student prose and those that are media for communication. This distinction has its roots in the influence of behavioral science on teaching machines and computer-aided writing instruction during the 1960s and 1970s. By looking at the development of the time-shared, interactive, computer-controlled, information television (TICCIT) and early human–computer interaction (HCI) research, this essay demonstrates that hardware and software systems had the potential to work as both tools and media. The influence of this double logic is not only historical but also has implications for post-secondary writing instruction in the age of Microsoft Word, ETS's e-rater, and the ldquoreading/assessmentrdquo software tools being developed by Knowledge Analysis Technologies (KAT). This essay challenges composition researchers and computational linguists to develop pedagogies and software systems that acknowledge writing environments as situated within the logic of both tools for correction and media for communication.

Keywords: behavioral science - composition studies - computer-assisted instruction (CAI) - Computer-Controlled - computer-mediated communication (CMC) - e-rater - human-computer interaction (HCI) - Information Television (TICCIT) - Interactive - Interactive Television (ITV) - teaching writing - time-shared

	Concepts
	Terms from Thesaurus

	Computer-assisted writing instruction  
	G8.10.4.6.4 human language instruction by type of instructor-- computer instructor

	Correction (instructional task)
	G8.10.4.8 human language instruction by language process

(needs narrower term for writing instruction, which in turn needs a narrower term for correction)

	Communication
	

	Behavioral science
	G2.2.4.4 behaviorism

	Post-secondary students
	N24.2.2.6.4 graduate student

	Human computer interaction
	

	History and Trends
	

	1960s and 1970s
	


Field(s)

	Human language instruction
	A10.2 study of human language instruction


Specific Language(s)
· Communication should be added as a linguistic process (like perception, production, etc.)

· HCI is missing. Would belong under a heading related fields added under fields of linguistics.

Meta-terms history and trends are missing.

· 5. Southgate, V. and Meints, K. (2000). “Typicality, naming and category membership in young children.” Cognitive Linguistics 11, 1/2, 5-16.

Abstract: The preferential looking task was used to investigate the role of typicality in a rating design with 18- and 24-month-old infants. As described by Barrett (1986, 1996) and demonstrated by Meints, Plunkett and Harris (1999), prototypicality plays an important role in early word learning as children connect their first words (e.g., bird) to prototypical items (e.g., a sparrow) before they connect them to atypical items (e.g., an ostrich). In order to investigate the role of typicality further and to see whether preferential looking can be used to carry out research that is more closely related to the standard typicality ratings, we changed the preferential looking procedure. Instead of using the more traditional naming set up in which only one of the pictures shown fits the name (between-category design: e.g., child sees a cat and a dog while hearing, ``Look, look at the dog'') we used a competitive design in which both images display different members of the same category and thus both at the name (within-category design: e.g., child sees a typical and an atypical dog while hearing, ``Look, look at the dog''). Thus, instead of showing children items from different categories, infants were shown a typical and an atypical exemplar from the same category on two different monitors side by side whilst hearing the (basic level) name for the item. It was predicted that children would behave similarly to adults in rating tasks and display a preference for typical exemplars in this within-category forced-choice task. Results indicate that 18- and 24-month-old infants look significantly longer at typical images after hearing the item named. This suggests that children display typicality effects similar to those of adults in direct typicality rating tasks. Moreover, it can be stated that this preference is not merely a perceptual one because the effect was only present after the item had been named. 

Keywords: children; preferential looking; prototypes; typicality; naming; rating. 

	Concepts
	Terms from Thesaurus

	Typicality/ Prototype
	Would appear under E Meaning of Language

	Basic level category
	G8.2.10.2.2 basic concept formation



	Infants
	N4.6.2 infant

	Early Categorization and Naming
	G8.2.10.2.2 basic concept formation




Field(s)

	Lexical semantics
	A4.2.2 field of lexical semantics


Specific Language(s)
· All necessary terms are present

Indexing—Hannah Gladfelter Rubin

Part 1:  Articles Indexed by All Group Members

Ameel, Eef, Gert Storms, Barbara C. Malt, and Steven A. Sloman.  “How Bilinguals Solve the Naming Problem.”  Journal of Memory and Language 53 (2005):  60-80.
Abstract

If different languages map words onto referents in different ways, bilinguals must either (a) learn and maintain separate mappings for their two languages or (b) merge them and not be fully native-like in either. We replicated and extended past findings of cross-linguistic differences in word-to-referent mappings for common household objects using Belgian monolingual speakers of Dutch and French. We then examined word-to-referent mappings in Dutch–French bilinguals by comparing the way they named in their two languages. We found that the French and Dutch bilingual naming patterns converged on a common naming pattern, with only minor deviations. Through the mutual influence of the two languages, the category boundaries in each language move towards one another and hence diverge from the boundaries used by the native speakers of either language. Implications for the organization of the bilingual lexicon are discussed.

Descriptors

· bilingualism

· bilingual acquisition

· mental lexicon

· lexicon by meaning
Notes
· The concept of “naming” (e.g., naming of objects) is not represented in the thesaurus.  It might fit into section E, “meaning of language,” since it deals with how people classify types of objects, and by extension how they interpret their meaning.
Bond, Z.S.  “Morphological Errors in Casual Conversation.”  Brain and Language 68 (1999):  144-150.
Abstract

Occasionally, listeners' strategies for dealing with casual speech lead them into an erroneous perception of the intended message—a slip of the ear. When such errors occur, listeners report hearing, as clearly and distinctly as any correctly perceived stretch of speech, something that does not correspond to the speakers' utterance. From a collection of almost 1000 examples of misperceptions in English conversation, perceptual errors involving morphology suggest that listeners expect monomorphemic forms and treat phonological information as primary. Listeners are not particularly attentive to morphological information and may supply inflectional morphemes as needed by context. 

Descriptors
· human language perception by hearing

· informal speech

· human language understanding

· inflectional morphology

· inflectional affix

· derivational affix

· clitic

Notes
· The thesaurus has no term for derivational morphology, although it could easily be added to section D6.2, “theories and models of morphology.”

· The thesaurus does not appear to address errors.  This might be included under perception difficulties (e.g., perceptual errors) and production difficulties (e.g., speech errors).

Conlin, Frances, Paul Hagstrom, and Carol Neidle.  “A Particle of Indefiniteness in American Sign Language.”  Linguistic Discovery 2, no. 1 (2003):  1-21.
Abstract

We describe here the characteristics of a very frequently-occurring ASL indefinite focus particle, which has not previously been recognized as such. We show that, despite its similarity to the question sign “WHAT”, the particle is distinct from that sign in terms of articulation, function, and distribution. The particle serves to express “uncertainty” in various ways, which can be formalized semantically in terms of a domain-widening effect of the same sort as that proposed for English ‘any’ by Kadmon & Landman (1993). Its function is to widen the domain of possibilities under consideration from the typical to include the non-typical as well, along a dimension appropriate in the context. 

Descriptors
· sign language

· signed representation of grammar

· perceiving sign language; perception of sign language (2 separate terms in thesaurus — should be combined)

· language production

· visual recognition

· particles

· indefiniteness

· wh-movement

· wh-phrase 

· syntax

· question

· grammaticality

· rules for ordering phrases

Notes
· American Sign Language would fall under section J (Specific languages and specific language families) if that section was worked out.

· This article illustrates the usefulness of addressing language structure, perception, and processing independently of mode of expression (e.g., grammatical concepts are not tied to speech or writing and can be applied to sign language).
Cubelli, Roberto, Lorella Lotto, Daniela Paolieri, Massimo Girelli, and Remo Job.  “Grammatical Gender is Selected in Bare Noun Production:  Evidence From the Picture–Word Interference Paradigm.”  Journal of Memory and Language 53 (2005):  42-59.
Abstract

Most current models of language production assume that information about gender is selected only in phrasal contexts, and that the phonological form of a noun can be accessed without selecting its syntactic properties. In this paper, we report a series of picture–word interference experiments with Italian-speaking participants where the grammatical gender of nouns and the phonological transparency of suffixes have been manipulated. The results showed a consistent and robust effect of grammatical gender in the production of bare nouns. Naming times were slower to picture–word pairs sharing the same grammatical gender. As reported in studies with Romance languages, the gender congruity effect disappeared when participants were required to produce the noun preceded by the definite determiner. Our results suggest that the selection of grammatical gender reflects a competitive process preceding the access to morpho-phonological forms and that it is mandatory, i.e., it occurs also when the noun has to be produced outside a sentential context.

Descriptors
· gender (grammatical category)

· gender agreement

· lexical categories

· nouns

· structure-meaning relationship

Notes
· Much of the article deals with the specifics of the experiment conducted.  Although this part of the thesaurus was not developed, this could be addressed in section B4, “methodology/method of linguistic inquiry.”

· The thesaurus includes some terms addressing gender.  That section might be expanded to include the function that gender plays in language (or in a sentence) — a major theme of this article.

· The thesaurus does not have a term for “bare nouns” (nouns without determiners).  This term could be added easily under “nouns.”

Pinker, Steven and Ray Jackendoff.  “The Faculty of Language:  What’s Special About It?”  Cognition 95 (2005):  201-236.
Abstract

We examine the question of which aspects of language are uniquely human and uniquely linguistic in light of recent suggestions by Hauser, Chomsky, and Fitch that the only such aspect is syntactic recursion, the rest of language being either specific to humans but not to language (e.g. words and concepts) or not specific to humans (e.g. speech perception). We find the hypothesis problematic. It ignores the many aspects of grammar that are not recursive, such as phonology, morphology, case, agreement, and many properties of words. It is inconsistent with the anatomy and neural control of the human vocal tract. And it is weakened by experiments suggesting that speech perception cannot be reduced to primate audition, that word learning cannot be reduced to fact learning, and that at least one gene involved in speech and language was evolutionarily selected in the human lineage but is not specific to recursion. The recursion-only claim, we suggest, is motivated by Chomsky’s recent approach to syntax, the Minimalist Program, which de-emphasizes the same aspects of language. The approach, however, is sufficiently problematic that it cannot be used to support claims about evolution. We contest related arguments that language is not an adaptation, namely that it is “perfect,” non-redundant, unusable in any partial form, and badly designed for communication. The hypothesis that language is a complex adaptation for communication which evolved piecemeal avoids all these problems. 
Descriptors
· human language perception

· acquisition of language perception

· spoken human language production

· human language abilities by innate vs. acquired

· innate language abilities

· prerequisites for human language processing

· recursive rule

· minimalism

· phonology

· words

· syntax

· morphology

Notes
· The thesaurus does not include “recursion” as a concept, but does include “recursive rule.”

· The thesaurus structure accommodates many different aspects of the article.  
Part 2:  Articles Indexed Individually

Hicks, Jason L. and Jeffrey J. Starns.  “False Memories Lack Perceptual Detail:  Evidence from Implicit Word-Stem Completion and Perceptual Identification Tests.”  Journal of Memory and Language 52 (2005):  309-321.
Abstract

We used implicit measures of memory to ascertain whether false memories for critical nonpresented items in the DRM paradigm (Deese, 1959; Roediger & McDermott, 1995) contain structural and perceptual detail. In Experiment 1, we manipulated presentation modality in a visual word-stem-completion task. Critical item priming was significant and unaffected by modality. In contrast, priming of critical items was absent in a perceptual identification test when only DRM list items were studied (Experiment 2A), whereas priming was found when critical items were studied (Experiment 2B). Standard modality effects were present for list items in each experiment and for critical items in Experiment 2B. We conclude that: (a) false memories do not inherently contain structural and perceptual information and (b) past reports of critical item priming relied on implicit tests more prone to conceptual activation.

Descriptors

· human memory

· human recall/human retrieval

· mental concept formation/modeling

· human language perception by hearing

· human language perception by reading

· subjective language perception 

Notes
· This article deals with subjects that are addressed somewhat in our thesaurus but also go beyond the scope of the areas we developed.  Given that, our thesaurus has some good options for representing the subject of the article through descriptors.

· There is no term in the thesaurus for “false memory” — this could easily fit under “human memory” (G8.2.14), maybe in the context of “real memory, false memory” or similar.

· This is beyond the scope of the areas we developed, but it would be useful to have a section of the thesaurus addressing types of linguistic experiments.  This would probably fit best under B4, “methodology/method of linguistic inquiry.”

Osterhout, Lee, Mark Allen, and Judith McLaughlin.  “Words in the Brain: Lexical Determinants of Word-Induced Brain Activity.”  Journal of Neurolinguistics 15 (2002):  171-187.
Abstract

Many studies have shown that open- and closed-class words elicit different patterns of brain activity, as manifested in the scalp-recorded event-related potential (ERP). One hypothesis is that these ERP differences reflect the different linguistic functions of the two vocabularies. We tested this hypothesis against the possibility that the word-class effects are attributable to quantitative differences in word length. We recorded ERPs from 13 scalp sites while participants read a short essay. Some participants made sentence-acceptability judgments at the end of each sentence, whereas others read for comprehension without an additional task. ERPs were averaged as a function of word class (open versus closed), grammatical category (articles, nouns, verbs, etc.), and word length. Although the two word classes did elicit distinct ERPs, all of these differences were highly correlated with word length. We conclude that ERP differences between open- and closed-class words are primarily due to quantitative differences in word length rather than to qualitative differences in linguistic function. 
Descriptors

· neurolinguistics

· open grammatical class

· closed grammatical class

· brain

· human language perception

Notes
· This article addresses an area of linguistics (neurolinguistics) less developed in our thesaurus, but in connection with other areas we did develop.  If the “brain” area were more developed, it would likely yield additional index terms for this study.  For example, it would be helpful to represent brain activity.

· The article also discusses differences in function between open- and closed-class words, and questions whether differences in words’ physical form (such as length) or function (such as syntactic versus semantic roles) are responsible for differences in the way the brain responds to different types of words.  The thesaurus addresses physical aspects of language production, perception, and acquisition, but not the physical properties of language itself.  It deals somewhat with functional roles, but perhaps that could be expanded.

Sabourin, Laura and Laurie Stowe.  “Memory Effects in Syntactic ERP Tasks.”  Brain and Cognition 55 (2004):  392-395.
Abstract

The study presented here investigated the role of memory in normal sentence processing by looking at ERP effects to normal sentences and sentences containing grammatical violations. Sentences where the critical word was in the middle of the sentence were compared to sentences where the critical word always occurred in sentence-final position. Grammaticality judgments were required at the end of the sentence. While the violations in both conditions result in the expected increase in the P600 component (reflecting the fact that the syntactic violation is being processed), the sentences with the sentence-medial critical word also result in a late frontal negativity effect. It is hypothesized that this effect is due to greater memory requirements that are needed to keep the violation in mind until a response can be made at the end of the sentence. The maintenance of the decision that a sentence is ungrammatical must be kept in memory longer for sentence-medial violations as opposed to when the violation occurs at the end of the sentence (immediately preceding the moment at which the judgment can be made). 
Descriptors

· grammaticality, ungrammaticality

· syntax

· psycholinguistics

· brain

· structure of the brain

· human memory

· human language processing

Notes
· This is another article that addresses some parts of the thesaurus that were well developed, and others that were less developed — the study examines how the brain responds to ungrammatical sentences, depending on where in the sentence the ungrammaticality occurs.

· Most of the key subjects were represented in our thesaurus.  It would be helpful in indexing this type of study to have more terms related to brain function.

Swerts, Marc and Emiel Krahmer.  “Audiovisual Prosody and Feeling of Knowing.”  Journal of Memory and Language 53 (2005):  81-94.
Abstract

This paper describes two experiments on the role of audiovisual prosody for signalling and detecting meta-cognitive information in question answering. The first study consists of an experiment, in which participants are asked factual questions in a conversational setting, while they are being filmed. Statistical analyses bring to light that the speakers’ Feeling of Knowing (FOK) is cued by a number of visual and verbal properties. It appears that answers tend to have a higher number of marked auditory and visual cues, including divergences from the neutral facial expression, when the FOK score is low, while the reverse is true for non-answers. The second study is a perception experiment, in which a selection of the utterances from the first study is presented to participants in one of three conditions: vision only, sound only, or vision + sound. Results reveal that human observers can reliably distinguish high FOK responses from low FOK responses in all three conditions, but that answers are easier than non-answers, and that a bimodal presentation of the stimuli is easier than the unimodal counterparts.

Descriptors

· language perception by physical aspects of language and communication
· prosody

· human nonverbal language

· nonverbal communication

· human language production

· human language perception

Notes
· Overall, our thesaurus can represent the key concepts of this article well, even though it addresses areas that we did not fully develop.

· We included the term “prosody” but did not expand it further to include types of prosody (e.g., audiovisual prosody, which is the focus of the article).  This could be easily handled by adding types of prosody as narrower terms under “prosody,” or including a category for “prosody by physical aspects of language and communication,” parallel to other parts of the thesaurus.  Also, we currently class prosody under “spoken representation of grammar,” but this article suggests that prosody can be conveyed through visual cues as well.

· The article defines prosody as “the whole gamut of features that do not determine what speakers say, but rather how they say it.”  This leads to another main area of the article that is beyond the current scope of the thesaurus:  the concept of communicating certainty or uncertainty.  The article addresses visual cues (such as looking away or making a face) associated with a speaker’s “feeling of knowing” — e.g., ways that people communicate nonverbally that they do not know or may not know an answer.  This concept might be addressed under “nonverbal communication.”  

Weist, Richard M., Aleksandra Pawlak, and Jenell Carapella.  “Syntactic–Semantic Interface in the Acquisition of Verb Morphology.”  Journal of Child Language 31 (2004):  31-60.
Abstract

The purpose of this research was to show how the syntactic and semantic components of the tense–aspect system interact during the acquisition process. Our methodology involved: (1) identifying predicates, (2) finding the initial occurrence of their tense–aspect morphology, and (3) observing the emergence of contrasts. Six children learning Polish and six children learning English, found in the CHILDES archives, were investigated. The average starting age of the children learning English was 1;11, and 1;8 for the children learning Polish. In the first analysis, we traced the same 12 verbs in both languages, and in the second analysis, we contrasted the acquisition patterns for a set of telic versus atelic predicates. We tracked the verbs/predicates from the starting age to 4;11 or the child’s final transcript. In English, progressive aspect is the marked form, and in Polish, perfective aspect is the marked form. This typological distinction has a significant effect of the acquisition patterns in the two languages. We argue that children acquire a multi-dimensional system having deictic relations as one of the basic dimensions. This process can be best understood within a functional theoretical framework having a well-defined syntactic–semantic interface.

Descriptors

· structure-meaning relationship

· tense

· aspect

· verbs

· morphology

· comparative linguistics

· human language acquisition

· principles and parameters approach

· innate language knowledge

· universal grammar

· x-bar theory

· deixis

Notes
· If section J, “specific languages and specific language families,” we could add Polish and English as index terms for this article.

· This article and others suggest it might be useful to have categories for language acquisition, processing, etc., by aspect of language (e.g., human acquisition of syntax, human processing of morphology).  Several of the studies examine how people learn or process structural or semantic components of language, and whether there is a difference in how they process those components.

· The article also suggests that the concepts of tense and aspect, which are included in our thesaurus, could be expanded and defined, and the relationships between them could be made explicit.  Specifically, it refers to two types of aspect — grammatical aspect and lexical aspect — and refers often to the relationship between tense and aspect.  It 

· Two grammar theories mentioned in the article — Prototype theory and Role and Reference Grammar — are not included in our thesaurus.  These could be added to the appropriate parts of the “theories and models of grammar” section.

· It would also be helpful to represent “modality” as a broader concept (the thesaurus does include “modal verbs”).

Indexing—Pengyi Zhang
Part 1:  Articles Indexed by All Group Members

Article 1:
Ameel, Eef, Gert Storms, Barbara C. Malt, and Steven A. Sloman.  “How Bilinguals Solve the Naming Problem.”  Journal of Memory and Language 53 (2005):  60-80.
Abstract

If different languages map words onto referents in different ways, bilinguals must either (a) learn and maintain separate mappings for their two languages or (b) merge them and not be fully native-like in either. We replicated and extended past findings of cross-linguistic differences in word-to-referent mappings for common household objects using Belgian monolingual speakers of Dutch and French. We then examined word-to-referent mappings in Dutch–French bilinguals by comparing the way they named in their two languages. We found that the French and Dutch bilingual naming patterns converged on a common naming pattern, with only minor deviations. Through the mutual influence of the two languages, the category boundaries in each language move towards one another and hence diverge from the boundaries used by the native speakers of either language. Implications for the organization of the bilingual lexicon are discussed.

Descriptors:

Bilingualism

Bilingual acquisition

Language interference
Mental lexicon

Comments:

1. The concept of “naming” does not exist in the thesaurus.  
2. The thesaurus covers bilingualism and language interference.  I used “mental lexicon” to capture the “word-to-referent mappings”.
3. Since we didn’t work out the specific language section, I didn’t index the article with Dutch or French.
Article 2:

Bond, Z.S.  “Morphological Errors in Casual Conversation.”  Brain and Language 68 (1999):  144-150.
Abstract

Occasionally, listeners' strategies for dealing with casual speech lead them into an erroneous perception of the intended message—a slip of the ear. When such errors occur, listeners report hearing, as clearly and distinctly as any correctly perceived stretch of speech, something that does not correspond to the speakers' utterance. From a collection of almost 1000 examples of misperceptions in English conversation, perceptual errors involving morphology suggest that listeners expect monomorphemic forms and treat phonological information as primary. Listeners are not particularly attentive to morphological information and may supply inflectional morphemes as needed by context. 

Descriptors:

Language perception by hearing

Error analysis

Informal speech

Inflectional morphology

Phonology

Morphology

Comments:
1. For this article, the main idea is perceptual errors in casual speech. Other concepts mentioned are inflectional morphology and phonology information. Speech perception and casual speech are covered. 

2. The “error analysis” part is in the thesaurus but in a section that is not worked out. 

3. We use “informal speech” for “casual speech”, but there is no leading vocabulary for some one who is not familiar with the thesaurus to find “information speech”.

Article 3:

Conlin, Frances, Paul Hagstrom, and Carol Neidle.  “A Particle of Indefiniteness in 
American Sign Language.”  Linguistic Discovery 2, no. 1 (2003):  1-21.
Abstract:
We describe here the characteristics of a very frequently-occurring ASL indefinite focus particle, which has not previously been recognized as such. We show that, despite its similarity to the question sign “WHAT”, the particle is distinct from that sign in terms of articulation, function, and distribution. The particle serves to express “uncertainty” in various ways, which can be formalized semantically in terms of a domain-widening effect of the same sort as that proposed for English ‘any’ by Kadmon & Landman (1993). Its function is to widen the domain of possibilities under consideration from the typical to include the non-typical as well, along a dimension appropriate in the context. 

Descriptors

Sign language

Particles

Indefinite articles

Functional grammar

Thematic role/semantic roles/functional categories
Comments:
1. This articles talks about a particular particle in ASL.  

2. Since American Sign Language (ASL) falls in section J (Specific languages and specific language families), which is not worked out, so I used “sign language” instead.  

3. It is hard to find a descriptor for the concept about the use and roles of this particle, because it is widely extended in terms of syntax and semantics in written language grammar.

Article 4:

Cubelli, Roberto, Lorella Lotto, Daniela Paolieri, Massimo Girelli, and Remo Job.  “Grammatical Gender is Selected in Bare Noun Production:  Evidence From the Picture–Word Interference Paradigm.”  Journal of Memory and Language 53 (2005):  42-59.
Abstract:
Most current models of language production assume that information about gender is selected only in phrasal contexts, and that the phonological form of a noun can be accessed without selecting its syntactic properties. In this paper, we report a series of picture–word interference experiments with Italian-speaking participants where the grammatical gender of nouns and the phonological transparency of suffixes have been manipulated. The results showed a consistent and robust effect of grammatical gender in the production of bare nouns. Naming times were slower to picture–word pairs sharing the same grammatical gender. As reported in studies with Romance languages, the gender congruity effect disappeared when participants were required to produce the noun preceded by the definite determiner. Our results suggest that the selection of grammatical gender reflects a competitive process preceding the access to morpho-phonological forms and that it is mandatory, i.e., it occurs also when the noun has to be produced outside a sentential context.

Descriptors:

Gender (grammatical category)

Gender agreement

Language production
Nouns
Noun phrase
Mental lexicon

Human language processing

Comments:
1. This article talks about the effect of grammatical gender (gender, gender agreement) on bare noun (nouns, noun phrases) production (language production).
2. It experiments with word-image interference.  The thesaurus does not have anything about word-image interference, I use “mental lexicon” and “human language processing” for this concept.

3. Bare nouns is a kind of noun phrase, it should be a lead-in term for noun phrases.
Article 5:

Pinker, Steven and Ray Jackendoff.  “The Faculty of Language:  What’s Special About It?”  Cognition 95 (2005):  201-236.
Abstract:
We examine the question of which aspects of language are uniquely human and uniquely linguistic in light of recent suggestions by Hauser, Chomsky, and Fitch that the only such aspect is syntactic recursion, the rest of language being either specific to humans but not to language (e.g. words and concepts) or not specific to humans (e.g. speech perception). We find the hypothesis problematic. It ignores the many aspects of grammar that are not recursive, such as phonology, morphology, case, agreement, and many properties of words. It is inconsistent with the anatomy and neural control of the human vocal tract. And it is weakened by experiments suggesting that speech perception cannot be reduced to primate audition, that word learning cannot be reduced to fact learning, and that at least one gene involved in speech and language was evolutionarily selected in the human lineage but is not specific to recursion. The recursion-only claim, we suggest, is motivated by Chomsky’s recent approach to syntax, the Minimalist Program, which de-emphasizes the same aspects of language. The approach, however, is sufficiently problematic that it cannot be used to support claims about evolution. We contest related arguments that language is not an adaptation, namely that it is “perfect,” non-redundant, unusable in any partial form, and badly designed for communication. The hypothesis that language is a complex adaptation for communication which evolved piecemeal avoids all these problems. 

Descriptors:
Human language processing

Cognitive linguistics

Recursive rule

Minimalism
Language origins
Syntax
Phonology

Morphology
Comments:
1. This article claims disagreement with another theory about what is unique to human and linguistics.  The thesaurus covers human language processing and cognitive linguistics.

2. The only thing about recursion is “recursive rule”, which is not board enough to cover the recursion mentioned in this article.

3. It mentioned a lot of board concepts for example morphology and phonology, so it is hard to identify the important aspects of this article based only on the abstract.
Part 2:  Articles Indexed Individually

Article 1:

Longtin, C.-M., & Meunier, F. (2005). Morphological decomposition in early visual 
word processing. Journal of Memory and Language, 53, 26-41.
Abstract:
In this study, we looked at priming effects produced by a short presentation (47ms) of morphologically complex pseudo-words in French. In Experiment 1, we used as primes semantically interpretable pseudo-words made of the grammatical combination of a root and a suffix, such as rapidifier “to quickify.” In Experiment 2, we used non-morphological pseudo-words such as rapiduit, where -uit is an existing ending in French, but is not a suffix. In Experiment 3, primes were pseudo-words consisting of a non-interpretable combination of roots and suffixes, such as sportation, formed by the noun sport “sport” and the suffix -ation (-ation only attaches to verbs). Results of Experiment 1 show that morphologically complex pseudo-words significantly facilitated the recognition of their roots. This priming effect was equivalent to the facilitation obtained when existing derived words were used as primes. In Experiment 2, no priming effect was obtained with non-morphological pseudo-words, demonstrating that the mere occurrence of the target at the beginning of the pseudo-word prime is not sufficient to produce any priming and that an orthographic account of the results is not viable. Finally, Experiment 3 shows that the semantic interpretability of the morphologically complex pseudo-words does not affect priming, as facilitation effect is obtained with morphologically complex non-interpretable pseudo-words. The results reveal an early morphological decomposition triggered by the morphological structure of the prime, but insensitive to its lexicality or interpretability
Descriptors:

Visual word recognition
Morphology

Morphological analysis

Suffix

Roots

Cognitive linguistics

Comments:
1. The thesaurus works very well on recognition by physical aspects of language and communication (visual), and by linguistic units (word) and is capable of exact and accurate indexing;

2. Other concepts: morphology, suffix and roots are also covered.

3. The thesaurus does not have anything about pseudo-words.
Article 2:
Uirike Jessner, Multilingual Metalanguage, or the Way Multilinguals Talk about 
Their Languages, Language Awareness, 14(1), 2005
Abstract:

The increase of multilingualism in both natural and formal contexts has provoked a number of studies which have concentrated on providing evidence of multilingual processing and finding out about the differences and similarities between second and third language learning. This paper deals with the use of metalanguage in multilingual students in an introspective study of their problem-solving behaviour in lexical search. The study shows that the multilingual students make use of metalanguage in languages other than the target language during the production process. Furthermore metalanguage was found to have several functions when preceding switches and thus a control function in multilingual processing was identified. A qualitative analysis of the individual use of metalanguage turned out to support the tentative results. From the tendencies found in this study it can be concluded that investigations of metalanguage might form a valuable methodological tool for further research on the roles of, and relationship between, a multilingual's languages.
Descriptors:

Multilingualism

Human language processing
Human language production

Human language acquisition by order of acquisition

Language interference

Comments:

1. The thesaurus has nothing about metalanguage

2. It’s very difficult to find a descriptor for “third” language acquisition, the closest I can get is “human language acquisition by order of acquisition”. There should be a rule letting the indexer to add his terms.
Article 3:

Gibson, E., Desmet, T., Watson, D., Grodner, D., & Ko, K. (2005). Reading relative 
clauses in English. Cognitive Linguistics, 16(2), 313-353.
Abstract:

Two self-paced reading experiments investigated several factors that influence the comprehension complexity of singly-embedded relative clauses (RCs) in English. Three factors were manipulated in Experiment 1, resulting in three main effects. First, object-extracted RCs were read more slowly than subject-extracted RCs, replicating previous work. Second, RCs that were embedded within the sentential complement of a noun were read more slowly than comparable RCs that were not embedded in this way. Third, and most interestingly, object-modifying RCs were read more slowly than subject-modifying relative clauses. This result contradicts one of the central tenets of complexity research: that nested sentences are harder to understand than their right-branching equivalents (e.g., Miller and Chomsky 1963). It is hypothesized that this result followed from a combination of two information-flow factors: (1) background information is usually presented early in a sentence; and (2) restrictive RCs—the form of the RCs in Experiment 1—usually convey background information. Experiment 2 tested this hypothesis by comparing restrictive and non-restrictive RCs—which generally provide new information—in both subject- and object-modifying positions. The results of the experiment were as predicted by the information-flow account: Only restrictive RCs were read more slowly when modifying objects. It is concluded that both resource and information-flow factors need to be considered in explaining RC complexity effects.
Descriptor:

Center embedded relative clause

Left peripheral relative clause
Sentence processing

Sentence structure

Complex sentences

Human language perception by reading

Reading skills

Language understanding
Comments:

1. The thesaurus covers the concepts about sentence, understanding and reading very well;

2. There is no descriptor for “relative clause”, the closest I get is two sub classes of relative clause. This needs to be generated.

3. The thesaurus does not cover information flow in processing language.
Article 4:

Theme unit analysis: A systemic functional treatment of textual meanings in 
Japanese · Functions of Language, Vol. 12, No. 2. (2005), pp. 151-179.

Abstract:

According to Systemic Functional Linguistic (SFL) theory the structural shape of the clause in English is determined by the three metafunctions — ideational, interpersonal and textual (Halliday 1994:179). In Japanese, the situation is similar as far as ideational (Teruya 1998) and interpersonal (Fukui 1998) meanings are concerned. With respect to the textual metafunction, however, the situation appears to be different. Due to the presence of ellipsis, both anaphoric Subject ellipsis and formal exophoric Subject ellipsis (Hasan 1996), along with the operation of clause chaining, Japanese appears to organize textually over another kind of unit, the Theme unit. This paper will explore the Theme unit as it functions to organise discourse in Japanese, offering grammatical and semantic recognition criteria within a Systemic Functional theoretical framework. Justification for the theorization of this textual unit will be presented together with a number of examples. In Japanese, the Theme unit is the unit within which Theme and Rheme unfold. Theme is realised by .rst position in the Theme unit, and the Theme unit can map onto clause simplexes, complexes, clauses within a complex and across sentences (in written texts). The paper will conclude with a discussion of the function of the Theme unit and the nature or status of the Theme unit within the SFL model of language, arguing that the notion is possibly applicable to the analyses of other languages, including English.
Descriptors:
Theories of linguistics

Sentence structure
Systemic functional grammar

Null subject
Theme theta role
Clauses

Written text

Text linguistics

Comments:
1. Most of the concepts are covered in the thesaurus

2. SFL is a theory of linguistics, so I assigned theories of linguistics to this article;

3. Subject ellipsis should be a lead-in term for null subject;

4. It’s very difficult to find a descriptor for functions of sentences. 
Article 5:

Michaelis, Laura A. 2004. “Type Shifting in Construction Grammar: An Integrated. 
Approach to Aspectual Coercion”. Cognitive Linguistics 15: 1-67.

Abstract:

Implicit type shifting, or coercion, appears to indicate a modular grammatical architecture, in which the process of semantic composition may add meanings absent from the syntax in order to ensure that certain operators, e.g., the progressive, receive suitable arguments (Jackendoff 1997; De Swart 1998). I will argue that coercion phenomena actually provide strong support for a sign-based model of grammar, in which rules of morpho-syntactic combination can shift the designations of content words with which they combine. On this account, enriched composition is a by-product of the ordinary referring behavior of constructions. Thus, for example, the constraint which requires semantic concord between the syntactic sisters in the string a bottle is also what underlies the coerced interpretation found in a beer. If this concord constraint is stated for a rule of morpho-syntactic combination, we capture an important generalization: a single combinatory mechanism, the construction, is responsible for both coerced and compositional meanings. Since both type-selecting constructions (e.g., the French Imparfait) and type-shifting constructions (e.g., English progressive aspect) require semantic concord between syntactic sisters, we account for the fact that constructions of both types perform coercion. Coercion data suggest that aspectual sensitivity is not merely a property of formally differentiated past tenses, as in French and Latin, but a general property of tense constructions, including the English present and past tenses.

Descriptors:

Syntax-morphology interaction
Morphosyntax

Grammatical relations

Semantics

Tense

Aspect
Lexeme
Morphological change
Syntactical change

Comments:

1. The most important concept “coercion” in this article is not covered in the thesaurus; I use three descriptors Lexeme, Morphological change, and Syntactical change to try to represent this one concept.

2. Construction grammar is not covered.  The closest I get is “generative grammar”, which is slightly different;
3. There are other concepts about semantics which are in sections we did not work out.
Individual Term Paper—Maurine Nichols

Lessons from Indexing 


Indexing the actual articles revealed a fairly comprehensive coverage of the domain, especially in the main areas that we focused on.  There were some fairly specific terms that I was surprised to actually find in our thesaurus, like central executive component, working memory.  The structure of the thesaurus also allows for a fair amount of flexibility as far as concepts that apply across different areas of linguistics, like the physical aspects of language and communication.

I think further development would have revealed that in the Principles/Characteristics of… sections (that currently exist for Grammar and Morphology and would likely have been applied to Phonology and Pragmatics and Semantics), several concepts would have been similar across the sections - and may have warranted another top-level facet that is just Principles/Characteristics of Language.  For example, inflection seems to play a role in morphology and grammar and probably appears in phonology as well.  The meaning may be slightly different within each section, but only insofar as it refers to inflection applied to a specific thing.  As a separate facet, it could also have been used to make cross-references to specific languages (DE     J) that are highly inflectional, for example.  Ambiguity is another characteristic of language that could have been put into this top-level facet since it is dealt with in phonology, grammar, syntax and semantics.


The indexing exercise demonstrated the importance of the alphabetical index to an indexer and the inclusion of semantic factors within the alphabetical index.  There were some terms needed for indexing that I was not exactly sure where I would be able to find them within the hierarchy, like inflection.  I thought it would be under morphology but was not sure; being able to look it up in an alphabetical index would let me see where to look for it in the hierarchy and then I could figure out if I needed inflectional morphology or inflectional rules, for example.  It seems like an indexer working off of an abstract often has the term they need, but really would have to use the index to figure out possible relationships or broader terms if the exact term they need is not available.


Another improvement could be the specification of types of relationships.  I would have found it useful in indexing and in creating the thesaurus to have included <is a> or <has component> or part/whole relationships, for example.  I think this would be especially useful for this domain considering the modularity of language.  I was often reminded of those Russian nesting dolls, especially when we were trying to figure out the linguistic units section.  There may be a better solution for dealing with the different units, but I thought the idea we came up with was useful, that the “size” of the smallest unit, for example, depends on your level of analysis - corpus is not used in studying grammar.  In general, we could have worked more to develop relationships across the different areas.  We did not ultimately end up using that many references between the  structure of language section and language processing, though there are conceivably many relationships that could be developed there (especially between language acquisition and the different theories of grammar).  This was more a result of time constraints, than anything.  I think also the relationships that were developed within a particular section are sometimes inconsistent.  I wasn’t sure when working on some terms, for example, Noun - whether some types of relationships should be included like <is a member of> open class.  The BT, NT, RT relationships were a bit simplistic, especially since there were many cases where hierarchically a term was a narrower term of something else but did not necessarily require that the indexer check the BT reference.  Following that reasoning, many of the relationships I developed ended up being RT relationships, but it seems that a long list of RTs could either confuse the indexer, take up too much of their time, or they would be ignored altogether.  Perhaps I was just doing it incorrectly.

I think our thesaurus needs a lot of work on consistency, the use of single/plural, further synonym discovery, relationships across different fields, scope notes about which terms to use, and further breaking down of terms.  Our thesaurus could definitely use another search for synonyms - our first attempt at lumping synonyms together was hampered by our lack of knowledge about the field.  We did not want to assume things were synonyms given how nuanced some of the definitions are in linguistics.  I think our thesaurus could also benefit from a closer look at redundancies; it seems that because there were so many people working on it that very similar ideas were included in different places where a cross-reference would have been more appropriate.  Because so much of linguistics is interrelated, it seems like breaking the terms and concepts down as much as possible is ideal, allowing for combination of descriptors during indexing.  It seems there is a trade-off, however, between semantic factoring and the number of relationships that have to be put back in to point indexers in the right direction.  Related to this, I’m not sure what the advantages/disadvantages are of focusing relationships along the lines of the domain itself or the facets.  I’m sure it must be some combination of the two, but sometimes it was hard not to get sidetracked trying to figure out how Verbs related to Logical Form, for example.  Also, I’m not sure if it is important for RT to lead to terms at the same level in the hierarchy and whether or not if you put a RT to morphology, for example, under words, do you then have to include it for the NTs under words?

 A small aside is that I’m not sure lexicon was put in the right place.  It may actually be better as a top-level category.  It seemed logical to put it under morphology at first, but - at most - I’d say the lexicon is more like raw material for creating new words but isn’t regularly used in word formation.  It may even be more suited under human language processing, since it really refers to the knowledge we have about words, their form and meaning.  I think recursion needs to be more developed; it appears once as recursive rule under syntax, but it should be linked more to the appropriate theories dealing with it.  It seems to be such a major distinguishing principle of language, that it could also go under my nonexistent Principles/Characteristics of Language facet (to be discussed later).  Another interesting facet could be something about the Intent or Purpose of speech (examples: command, question, communication, conversation, social bonding, etc.) - which would allow a bridge between this thesaurus and thesauri for other domains, like anthropology or psychology.
Discussion and Reflection 


I think it must be difficult to systematically uncover relationships within a thesaurus that do not emerge through semantic factoring or synonym-searching, especially if the people developing the thesaurus are not familiar with the domain.
There were many relationships included with the original files we submitted, almost all of which we had to throw out in order to make the files for our particular sections manageable for sorting (sometimes there would be PAGES of RT, BT and NT relationships under a single term).  The goal was to go back through those files at the end, after adding relationships on our own, and look for relationships that we may have missed but thought should be included.  


It would also have been useful for us to have developed more specific guidelines for what kinds of relationships we would include.  Within linguistics, it seems almost as if everything could be related to everything.  I would imagine this is the same when dealing with any domain-specific thesaurus.  There needs to be some sort of rubric in place for determining what kinds of relationships will be included, at what level of granularity (i.e. do I need to relate Noun to Noun Phrase and all the different theories of grammar that talk about Nouns?), what type of relationship, etc.  Although, as previously discussed, this could be determined in part by how broken down the terms and concepts are.


There are some disadvantages to the piecemeal approach for developing the thesaurus (two people working on structure, two people working on processing).  It may have been easier to notice different facets that should have been at the top-level if there had been someone designated to look over the entire thesaurus as it emerged and pull out different concepts that appeared in multiple places (like the examples of ambiguity and inflection).  I also realized, however, the necessity of having a team of people working on a thesaurus.  There are so many different ways that one person can get stuck and go off in a direction that may not be useful.  My team members were consistently helpful in furthering my own understanding of thesaurus-construction as well as the domain itself.  The conversations we had as a group when we first started sorting terms helped get me to think about the domain at large and having to articulate my own ideas was useful for crystallizing my understanding of an intuition I may have had about the structure or a new concept I was trying to apply.


I was also impressed by how much work goes into building a not-very-good thesaurus, and can only imagine how much work must go into building a really good thesaurus.  I was glad that we had guideline for breaking down the process (looking for synonyms, semantic factoring, etc.) - otherwise we would have been completely lost.  While everyone had some basic knowledge of linguistics (enough to be interested in it for a thesaurus topic), none of us knew very much about linguistics.  Our limited knowledge made even some of the “easier” tasks, like looking for synonyms and sorting terms into broad categories, very time-consuming.  Definitions were necessary for most of the terms we used.  In spite of our limited knowledge, I must say that I am pretty impressed with the structure that we were able to come up with for our particular areas.  In particular, I think some of the facets we came up with were different from anything I saw in any of the sources we used, such as “physical aspects of language and communication” and looking at the granularity of linguistic units by the type of linguistic analysis employed.


The other major problem we encountered during the project was keeping track of the various versions of the working file.  I imagine it would be much easier to deal with this in an office where people were on networked computers that had one main file.  It seems there would need to be a project manager who is not even really involved in creating the thesaurus just to coordinate everything and make sure communication is going on between people working on the different sections.


Overall, this project was quite fun and very interesting.  I learned a great deal about linguistics and the many challenges of creating a thesaurus.  In a real project, I would want to have a domain expert take a look at the development more frequently throughout the process to make sure we were not going too off-track.  I would also spend more time trying to understand the domain itself.  I think it would be useful if people who have worked on different sections could take a considerable amount of time looking at the other sections (once they have made reasonable progress on their own section) to look for relationships.  This would be in addition to having a person or team of people monitoring the overall development of the thesaurus as well.

Individual Term Paper—Lynne Plettenberg
Proposed Improvements to the Thesaurus

Overall evaluation 

Overall, our thesaurus performed exceptionally well. Out of the 81 free concepts I assigned in indexing, only 10 did not have parallels (at some level of specificity) in the thesaurus structure. Further, almost all of the missing terms were not linguistic, but basic concepts applicable to all fields or from fields related to linguistics.

Category for basic terms There was not enough time to semantic factor every concept in the thesaurus. Doing so would have led to the identification of basic terms, such as algorithm, connections/associations, counter, comparison, history, trends, and time periods, to be used in combinations. The finished thesaurus would contain a category for basic concepts that could include existing categories, including theories and methods, linguistic units, linguistic ability by number of languages, as well as meta-terms such as those I listed above. This section should also include specific instructions for user (post-) combination. Traditional pre-arranged materials are not likely to include meta-terms, even as semantic factors of terms, unless they are very specific, so article indexing would be the most important source for this category.

Completeness Not every term that logically should appear in the thesaurus appears there: this is again because of the time limitation. For example, G8.10.4.8 human language instruction by language process does not have a narrower term for human language instruction of production, which would have a narrower term human writing instruction, although there are narrower terms for human language instruction of perception and human reading instruction. Other concepts were completely overlooked: examples include cross-language applications, congruity, human computer interaction, and information. Again, article indexing would be the best source for finding all the necessary terms.

Degree of precombination In general, I think the degree of precombination in our thesaurus is too high, and we would do better to have fewer terms and more instructions for user combination. For example, space is taken up in several places listing the various linguistic processes (perception, production, understanding, etc.) and all (or sometimes just some) of their combinations with the senses (sight, sound, touch, etc.). It would be better to either a) keep linguistic processes and senses as separate facets and let the users build the combinations, or b) (better) go through all of the combinations in one place in the hierarchy, and reference that section from all the other places where the combinations are needed. For example, a scope note under human language acquisition would instruct the user to combine it with reading or similar terms if necessary, instead of listing human reading acquisition, human writing acquisition, human speech acquisition, etc.

Further instructions I would also incorporate additional instructions or even a checklist for indexing, so that each article would have, in addition to its conceptual indexing, a field of linguistics descriptor, and any specific language descriptors that applied. This ensures retrieval for users accessing the thesaurus on the conceptual level and those accessing it topically.

Process and Lessons Learned

Source evaluation is more important than we thought. Our biggest handicap was that we did not spend enough time evaluating sources. Our sources were too large, too specific, and not well structured. Without the experience we have now, we were far less qualified to select quality sources, but we could have saved a lot of time in the long run by taking more time to select sources with a good conceptual structure that we could borrow and build on. Instead, we had to discard many of the terms (in the initial sort and throughout the process) and most of the relationships. We also introduced some additional glossary sources in a later stage in an attempt to improve our source pool, without much effect. 

Early decisions have big ramifications. Some of the terms had semantic factors which belonged in different categories than the terms themselves were placed in. For (a hypothetical) example, cross-language retrieval would have been correctly sorted into automated language processing, and correctly semantic factored into information retrieval: cross-language applications. Then information retrieval would have been left in automated language processing, and cross-language applications could be placed in fields of linguistics or linguistic ability by number of languages. I think in many cases such precombined terms were discarded because they were not seen as relevant to a particular category, and their factors did not make it into the thesaurus. In general, I would advise moving very slowly and carefully at the beginning of this process, as the earlier decisions have a much greater impact than later ones. In our case, the broad categories we developed for our initial source became the foundation of our thesaurus—something I was not expecting when we originally came up with them.

Two heads are better than one. At every step, a partner was essential to discuss thorny concepts and double-check work. However, the nature of the thesaurus input files made collaboration difficult: the merge files function in MS Word did not always meet our needs. Next time, I would recommend using an online collaboration environment such as Writely.com, or, for larger projects, and controlled versioning software, to avoid some of the collaboration issues we encountered.

Workflow was not linear. We began with a very large scope (approximately 4000 terms). We sorted the terms into broad, topical categories, and then selected several categories to work out further. This further work included forming synonym groups, selecting terms to represent each concept group, and semantic factoring those terms. Once we had those semantic factors, we were able to begin forming the conceptual structure of the thesaurus. The benefits of this workflow were that it enabled us to easily divide up the work and provided several interim steps in which we were able to narrow the pool of terms and gain familiarity with the domain before we drafted the conceptual structure. However, the process was not at linear as it sounds: we continued to identify synonyms and discard terms (part of broad sorting) during the development of the conceptual structure, and we were often unsure of what to do next or what step we were on. It seemed like extra work to sort the terms before they were factored and it was unclear what to do with the factors once they were.

Proposal for an alternative workflow. I propose an alternative workflow, namely: 

1. Semantic factor all terms.

2. Input the factors instead of the source terms (Main thesaurus database). 

3. Maintain a separate database relating each source term to its factors (using the SF relationship). This database would also contain term relationships taken from sources and source information (Source relationships database).

4. Proceed with thesaurus construction as usual using the main thesaurus database: group synonyms, assign preferred terms, develop a conceptual structure and cross-reference structure.

5. Automatically incorporate the information from the source relationships database into the finished thesaurus structure, using SF links.

This would front-load the workflow, but I think it could reduce the overall amount of work and avoid some of the confusion that precombination caused our team. Semantic factoring could be done reasonably quickly because it is not necessary to use a consistent term for each concept, since synonyms be would later grouped together. With a lower degree of precombination, terms are more likely to be synonyms, so this grouping would be more effective than in the workflow we used. Each synonym group would represent an elemental concept, making the development of the conceptual structure much easier. If the thesaurus allowed terms to appear in only one primary location, there would have to be rules about which factor of a term is preferred. One easy solution would be to order the top-level hierarchy (at least at this stage, although it makes sense also for the user version in most cases) by the importance of the categories. Then the system could assign the combined term the notation under the first occurring factor, and use cross-references under all the rest. Another option would be to allow the term to have multiple notations as in Medline.


In some cases, it may be necessary to add a preparation step, to review all of the source terms once and discard those that do not apply, or to broadly sort them in order to divide up the labor. However, if terms are divided among thesaurus constructors before semantic factoring is performed, it is important to have a system in place for them to pass terms to each other, for the reason mentioned above, that terms belonging in one category often have factors which belong in another.


In other cases, where the cross-reference structure of the source material is poor or a final product with a very low degree of precombination is desired, steps 3 and 5 could be omitted.

Appendix: Using Google to compensate for a low level of domain knowledge Our group members approached the project with varying degrees of experience with linguistics. I had no experience with the field. Although I would not recommend attempting thesaurus construction in a field outside one’s realm of expertise, I am sure such an effort is required of information professionals on a regular basis. To compensate for my low level of domain knowledge, I relied heavily on Google, and I was pleasantly surprised by the quality of results I achieved. When I did not know the meaning of a term, I first tried Google’s “define:” feature. If that returned no results, I searched for the term and the word linguistics. In most cases, the text snippets on Google’s results page provided me with a definition, without my needing to click on a link. The results pages also provided information about the usage of the term: what terms were used near it? How often was it used? (I considered terms that returned only 2 or 3 hits to be too specific to include.) The results themselves provided definitions that could be incorporated into the thesaurus and insight into the conceptual context of the term. I found this to be more informative than going back to the source to look for the term, and much faster, which was very important when I had over one thousand unknown terms to sort into broad categories.

Individual Term Paper—Hannah Gladfelter Rubin

Analysis of Thesaurus in Light of Indexing Exercise


Overall, the indexing exercise showed the thesaurus to be conceptually well designed, although it did reveal some areas that could be expanded or improved.  A major strength of the thesaurus design is its flexibility, largely achieved by treating separately major areas such as language processing, structure of language, meaning of language, and linguistic units.  This allowed for good indexing of articles on subjects not directly covered or anticipated by the thesaurus.  Difficulties in indexing fell primarily into three categories:  concepts that were not represented in the thesaurus but could be added to one of the already-developed sections; concepts that were represented, but at a more general level than the article called for; and concepts that would fall under sections that were not developed due to the time constraints of the course.  In all of those cases, it was not difficult to identify a “home” for a concept within the existing structure; there did not appear to be a need to restructure major sections of the thesaurus.


The flexibility of the thesaurus framework derives from a design that keeps key concepts independent enough in the hierarchy that they are accessible from various other facets.  For example, “physical aspects of language and communication” has its own category (F) in the top-level hierarchy of the thesaurus.  Because is not confined to another section (such as language processing, which deals in part with communication), it is available to be combined with other concepts throughout the thesaurus.  It is possible, then, to represent concepts ranging from language perception to grammar by specific physical aspects without losing access to the elemental concept if needed at a higher level.  


Several of the articles indexed illustrate the utility of this design.  One article (Conlin et. al., “A Particle of Indefiniteness in American Sign Language”) examined grammatical structures and grammaticality in American Sign Language.  Because the “structure of language” section (D) of the thesaurus is not limited to any particular mode of communication or linguistic expression (such as writing or speech), it was easy to find relevant grammatical or structural terms and connect them with relevant terms in other parts of the thesaurus addressing language production, communication, and physical aspects of language and communication.  For example, the idea of a wh-question (one beginning with a word such as who, what, or when), which is typically considered in the context of written or spoken language, could be addressed in the context of sign language.  Similarly, because the “language processing” section (G) addresses first the broad facet and then the concept applied in different contexts, it was possible to find relevant terms that addressed key concepts, such as visual recognition, under the broader headings of “language recognition” and “language recognition by physical aspects of language and communication.”  The thesaurus also distinguishes between “physical aspects of language and communication” (section F) and “specific languages and specific language families” (section J), a category that was not developed, but could house American Sign Language as a specific language.


The Swerts and Krahmer article, “Audiovisual Prosody and Feeling of Knowing,” provides another example of the thesaurus’s ability to accommodate new subjects.  This article examines facial expressions and gestures as means of conveying a speaker’s level of certainty (or uncertainty) about the answer to a question.  Although topics such as question-answering and degree of certainty are not included in the thesaurus, the terms “human nonverbal language” and “nonverbal communication,” combined with “prosody,” help capture some of this subject.


This article also serves as a good illustration for some ways that the thesaurus could be improved.  In this case, it would have been useful to have at least one more specific descriptor (audiovisual prosody) and one concept better represented in the thesaurus (certainty/uncertainty, or what the authors describe as “feeling of knowing”). The more specific type of prosody could be added easily under the general “prosody” descriptor, possibly under a category of “prosody by physical aspects of language and communication.”  The concept of uncertainty about an utterance might be included under “nonverbal communication” (if representing the concept of visual cues to level of uncertainty), or in the “meaning of language” section, which was not developed in depth.


In general, if a descriptor was missing for one of the articles indexed, there was a clear place it could fit in the thesaurus.  This also suggests good conceptual design because the existing structure can easily accommodate new terms.  Several of the articles reviewed for the indexing exercise could have used more specific descriptors that could have fit under existing terms.  In addition to concepts represented too generally, some terms were not in the thesaurus because they belonged in less-developed or undeveloped sections.  For example, several articles addressed specific languages that would be included in section J (“specific languages and specific language families”).  Other articles examined the brain’s response to linguistic cues, which could be addressed more extensively in section M, “parts of the body.”


One other area for expansion is in making explicit the relationships among associated terms.  The article by Weist et. al., “Syntactic–Semantic Interface in the Acquisition of Verb Morphology,” addresses many concepts represented in our thesaurus.  It also includes extensive discussion of the relationships between tense and aspect.  Both terms are included in the thesaurus, but the relationships are not.  This highlights the usefulness of including definitions and cross references in the thesaurus.  Due to time constraints, not every term could be worked out fully, but this is an example in which full definitions and cross-references would be useful and could yield additional terms.  This article also discusses specific types of aspect, which could be added under the broader “aspect” term.
Development of Thesaurus and Overall Design

One of the greatest challenges in developing this thesaurus was that none of the group members had a strong subject background in linguistics, a highly complex and abstract field that uses extensive jargon.  Many terms in the thesaurus cannot be taken at face value by a newcomer to the field — terms that appear similar may not be.  For example, though somewhat related, the terms “functional grammar,” “lexical functional grammar,” and “systemic functional grammar” represent three different grammatical models — the latter two are not “types” of functional grammar and do not go below “functional grammar” in the hierarchy.  


Many terms in the thesaurus stand for complex linguistic concepts that are, in turn, closely related to other concepts.  Without a background in the subject, having a definition often was not enough to properly classify the term in the thesaurus because the definition itself often contained additional unfamiliar terms.  This made the process of sorting terms very time-consuming.  It was rarely obvious at the outset where a term belonged in the overall structure.


The scope of the project changed considerably from our initial conception of a thesaurus to support a course-locating system and index university courses.  It expanded to include the field of linguistics broadly, with the objective of supporting a general bibliographic database on the subject.  We started with a very large number of terms — more than 4,000.  Many of these could be discarded, because they were redundant, they did not fit well in the thesaurus, or we could not find adequate definitions.  Most design decisions were made in the course of developing the thesaurus, usually as it became apparent that we needed more flexible ways to address particular concepts.


Terms were sorted initially according to a basic top-level hierarchy that we developed as a group.  Although the major categories changed, this was the basis for future versions of the thesaurus.  Major changes to this initial hierarchy included merging or broadening categories that were too specific.  For example, the category initially labeled “morphology and syntax” became “structure of language.”  This new category could accommodate grammar, phonology, grammatical units, and a variety of word classes — any areas related to the structure of language — in addition to syntax and morphology.  In addition to broadening the category, it allowed for treatment of structure-related concepts at a higher level.  Similarly, “conceptual processing” became “language processing” — general, human, and automated — and included language perception and production.  Categories addressing physical aspects of language and communication, and specific modes of language (i.e., written language), were incorporated into “physical aspects of language and communication” and, through that vehicle, dispersed in other categories as needed.  All of these changes contributed greatly to the flexibility of the thesaurus design discussed above.


We identified the major areas that we wanted to work out as fully as possible, focusing on the language structure and language processing.  We also hoped to develop the section on the meaning of language, but the time constraints proved too limiting, and it was expanded only briefly.  In addition to these major sections, we also expanded the categories addressing fields of linguistics, which provides an overview of the discipline; linguistic units, which includes parallel types of units across sub-disciplines (such as morphemes and phonemes), as well as units that span multiple areas (such as words or syllables); and physical aspects of language and communication, which — as discussed above — provided a useful way to break down many topics without losing the overarching concept.  Other areas that were partly developed included “theory and method,” “linguistic change,” “linguistic ability by numbers of languages,” “organism,” “parts of the body,” and “demographic characteristics.”


We also refined the overall arrangement of the thesaurus as work progressed, based on input from the instructor and our own conclusions.  For example, “fields of linguistics” became the first top-level category because it portrays the overall domain.  “Theory and method” was moved to second in the hierarchy because it also addresses linguistics as a broad discipline.  The next several categories are also cross-cutting and address major theoretical areas of linguistics.  The categories further down in the hierarchy are relevant to the field, but less central to the core focus on language structure, meaning, expression, and processing.


We split into two teams to develop our sections in more detail.  Maurine and I worked on “structure of language” as a major section, in addition to “linguistic units,” while Lynne and Pengyi worked on “language processing” as a major section, as well as “fields of linguistics,” “demographic characteristics,” and some additional smaller sections.  We worked as a group on section F, “mode of linguistic expression” (which ultimately became “physical aspects of language and communication”).  The major focus was on working out the larger sections in pairs.  No one person was responsible for an entire section.  


For the “structure of language” section, Maurine and I initially divided the terms alphabetically and sorted them into the broad sub-categories we had agreed on.  Following that, we discussed semantic factoring and identified additional facets for the section, as well as the types of terms that might be included under each sub-category.  We each focused on separate sub-sections, developing the structure further based on our terms and background reading.  For example, I focused on the “grammar” section, while Maurine developed much of the structure for the “grammatical category” and “grammatical relations” sections (under “structure-meaning relationship”), replacing the less-precise category of “parts of speech.”  Once we had outlined structures for these areas, we could discuss them and trade off, sorting our remaining terms into the categories the other person had worked on and refining the categories further.  The structure for many areas was developed together through extensive discussion.  This process allowed us each to develop ideas independently, but also collaborate and refine each other’s work.  

Once each pair had developed their sections, we met again as a group, identified relationships between our sections, and reviewed each other’s sections for clarity.  Again, this process allowed for both individual input and extensive collaboration.  I thought the overall process of developing the thesaurus worked very well, and it is an approach I would certainly use again in the future.  One practical difficulty we encountered was keeping track of everyone’s changes in a single document when we did not have access to it on a network, but were instead passing it around by e-mail.  It would be helpful to establish a central file that group members could update easily.  (It did help to have a single point person who coordinated the master file as it evolved.)  


As discussed above, the single greatest challenge in doing this project was the unfamiliarity and complexity of the subject.  In an ideal world, I would have more knowledge of the field going into the project, or at least more time to acquaint myself with the domain ahead of time.  Although it was a valuable experience to learn about the field along the way, it would have been helpful to have more grounding in the subject matter in advance.  For a real-world project, it would also be helpful to get feedback from a subject expert.  Overall, however, it was interesting to learn more about the field in the process of developing the thesaurus conceptually throughout the semester.
Individual Term Paper—Pengyi Zhang

Analysis of the Thesaurus

The thesaurus has three parts worked out: Grammar, Language Processing, and Branches of Linguistics.  The following analysis is based mainly on these three parts, as well as other general concepts such as physical aspects of language and communication.
Based on the indexing experience, my general comments of the thesaurus are:

1. The overall concept coverage is good, with a few exceptions.

2. Depth of the thesaurus is OK for a general/ comprehensive database in linguistics, which is what we decided originally.  If used for a specific focused database, such as cognitive linguistics, some concepts may need to be expanded and deepened. 
3. Some lead-in vocabularies need improvement to get to a desired descriptor.  I have noticed the lack of proper lead-in terms several times in the indexing exercises, for examples, from “casual speech” to “informal speech”, from “subject ellipsis” to “null subject”.  The lead-in vocabulary will affect the ease of use of the thesaurus.

4. The conceptual schema (especially facets) works well and provides flexibility for new concepts.

The problems encountered when indexing the articles and some suggestions on improving them are: 

1. Missing concept.  Concept is missing and cannot be represented by other concepts.  For example, the concept of “metalanguage” in Jessner’s article “Multilingual Metalanguage, or the Way Multilinguals Talk about Their Languages”.  For another example, in a few articles, they all talked about functions of linguistic units.  I felt difficult to deal with concept, since every time I need to find a term for the function of some unit and some times it does not exist.  I think the concept “function” should be extracted as a basic concept/facet.
2. Incomplete concept:
a) Concept is not directly addressed by a descriptor in the thesaurus, but can be expressed by multiple descriptors.  For example, concept “aspect coercion” (Michaelis, L., 2005) is not listed as a pre-combined descriptor, but can be expressed by aspect, lexeme, morphological change, and syntactical change.
b) Concept is missing, but a boarder or some narrower terms exist.  For example, in Gibson’s article, “relative clause” is missing in our thesaurus, but its narrower categories “center embedded relative clause” and “left peripheral relative clause” are listed. This situation needs further working on the hierarchy.
Linguistics is a field where the authors like to create new terms, the ability to represent new concepts by existing basic concepts is very important. 
3. Really long descriptors:  In order to disambiguate terms, for example, to distinguish between language processing by human and by computers, some terms are made really long.  For example, “human language production by physical aspects of language and communication”.  I think this may bring problems for searching.  In order to search effectively, a system using this thesaurus may need some function of suggesting descriptors to users.
Discussion and Things Learned
Overall
We decided to work on linguistics as our subject domain.  Our original scope and scenario is to support students and faculty members to find linguistic courses in universities.  Then we changed it to a thesaurus supporting indexing and searching in a bibliographic database on linguistics.  We are all interested in linguistics, but none of us know a lot about the subject domain.  We worked out three sections – grammar, language processing and branches of linguistics.  Lynne and I worked on the language processing and branches of linguistics section.
Development Processes

Thesaurus building is a time-consuming and continuous effort.  It seems that it is not something that could be actually “done”.  Sometimes I have to give myself a time limit to just stop and accept what it is.  Otherwise there are always things that I want to improve. 

The process of building a thesaurus contributes a lot to my understanding of the subject domain.

Source selection

Good sources are very important but are usually not available.  We have enough number of sources, ERIC, encyclopedias, textbooks, journal articles, and glossaries.  Not all sources are good for our purposes.  ERIC focuses a lot on educational aspects.  The Linguistic Encyclopedia brings a lot of uncommon terms which are thrown to the trash section later on.  We have an online classification schema of fields of linguistics, which turns out to be very useful in working out the section on branches of linguistics.  

A good source would provide solid base for conceptual analysis.  For example, for the fields of linguistics section, our section was based on the classification, and we added some concept analysis from other sections, and modified it into a conceptually more meaningful arrangement.
Sorting terms

This seems to be a very time-consuming effort, especially for a large thesaurus like our linguistics one, and especially when we are not very familiar with the subject domain.  However, although seems boring, this process is actually very important to the following steps.  In this step, I looked up dictionaries and glossaries, as well as the Web (it turns out to be a very useful tool) a lot to understand the terms.  It is the base of further concept analysis. 

Things I learned from sorting terms:

It would be very possible that the primary sorting could be done automatically with some human assistance.  When Lynne and I were sorting terms on our sections, we searched the Web a lot.  Since at this stage, usually I don’t need to know the exact meaning of a term to sort it into a board category.  Usually I didn’t try to understand the term, but rather judged from the text around the term (context information) to see what category it belongs to.  If it has structure and syntax, it will go under Grammar.  I think this process can be done automatically and could save a lot of time and effort.
It’s very important to include as much detail about definitions as possible at the stage of sorting terms, especially for an area that the thesaurus builder is not familiar with.  Included definitions could save a lot of time looking up dictionaries or glossaries. 

Concept Schema

Concept analysis is the most interesting part of this project.  With semantic factoring, we identified facets which are essential and can be applied to combined complex concepts.  Arranging the concepts in a meaningful way helped me to have an overview of the linguistic domain.

We began our concept schema by identifying the entities and relations in the linguistic domain.  This process helped us to identify the concepts and relationships.  Then we semantic factored the concepts to identify facets.  In the language processing section, we identified a few basic facets, for example, human vs. computer, perception vs. production, and physical aspects of language and communication (sound/auditory, sight/visual touch/tactile, and movement/haptic).  These basic concepts turn out to be very important make the structure of the classified hierarchy clear and logical.

Cross References

Some terms have multiple boarder terms, for example, human language perception is a narrow term of language perception as well as a narrower term of human language processes.  Cross reference was not a problem within a board category.  Lynne and I worked on language processing, we purposefully switched our part of terms to make sure we are all familiar with the terms and make sure the cross references are clearly marked.  But some terms have relationships in other sections, for example, grammar acquisition has boarder terms grammar and language acquisition. In this case, we examined the section that we were not working on.  Maurine and Hannah examined our section to make sure cross references were marked, and the terms used were consistent.
Consistency, Errors and etc

Consistency in sorting terms and picking descriptors terms seemed to be difficult and time-consuming, especially between sections what were worked out by different people.  Fixing errors took a lot of time too.
Group Experiences

It has been a very pleasant and effective group experience with the members of linguistic group.  When developing a thesaurus as a group, I think communication and consistency in treatment are very important.
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